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In this paper we first briefly review Bell's (1964, 1966) Theorem to see how it 
invalidates any deterministic "hidden variable" account of the apparent indeter- 
minacy of quantum mechanics (QM). Then we show that quantum uncertainty, 
at the level of DNA mutations, can "percolate" up to have major populational 
effects. Interesting as this point may be it does not show any autonomous inde- 
terminism of the evolutionary process. In the next two sections we investigate drift 
and natural selection as the locus of autonomous biological indeterminacy. Here 
we conclude that the population-level indeterminacy of natural selection and drift 
are ultimately based on the assumption of a fundamental indeterminacy at the 
level of the lives and deaths of individual organisms. The following section ex- 
amines this assumption and defends it from the determinists' attack. Then we 
show that, even if one rejects the assumption, there is still an important reason 
why one might think evolutionary theory (ET) is autonomously indeterministic. 
In the concluding section we contrast the arguments we have mounted against a 
deterministic hidden variable account of ET with the proof of the impossibility of 
such an account of QM. 
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1. Introduction. With the possible exception of relativity theory, philoso- 
phers have devoted more attention to quantum mechanics (QM) and ev- 

olutionary theory (ET) than to any other scientific theories. We think this 
is entirely understandable since they are probably the two most highly 
confirmed theories in the history of science, and no other scientific theories 
rival these two in terms of their implications for traditional philosophical 
topics. Steven Weinberg (1992), who received the Nobel Prize for his work 
on unified field theory, has speculated on the future shape of physics. He 
thinks much may change, but he cannot imagine a future physics without 
QM.' The great evolutionary biologist, Theodosius Dobzhansky, has said, 
"Nothing in biology makes sense except in the light of evolution." Because 
of its centrality to all of biology we, with much less authority than Wein- 
berg, can hardly imagine a future biology without ET. Philosophers have 
recognized the potential impact of evolutionary thinking on almost all 
areas of philosophic concern, ranging from ethics and epistemology to 
metaphysics. The philosophical implications of QM are less broad, but 
probably deeper. In particular, the apparently irrefutable indeterminism 
of QM has affected the way philosophers think about causality, expla- 
nation, and the basic aims of science. 

ET is also apparently indeterministic; certainly the best and most influ- 
ential treatments of the probabilistic nature of ET have drawn this con- 
clusion (Beatty 1984, Sober 1984, Richardson and Burian 1992). More- 
over, the propensity interpretation of fitness (Brandon 1978, 1990; 
Brandon and Beatty 1984; Burian 1983; Mills and Beatty 1979; Richard- 
son and Burian 1992), which has been accepted by most philosophers of 

biology and many working evolutionary biologists, presupposes that nat- 
ural selection is fundamentally probabilistic. Recently, however, two phi- 
losophers, Rosenberg (1988, 1994) and Horan (1994), have questioned this 
conclusion. They have argued that the statistical character of evolutionary 
theory is best viewed instrumentally, i.e., that the probabilities involved 
in evolutionary theory are epistemic-they reflect our ignorance-and that 
if we were smarter and/or if we had different aims, evolutionary theory 
could be recast as a purely deterministic theory. In other words they argue 
that the process of evolution is deterministic while, for various reasons, 
our best theory of evolution is indeterministic. This is exactly the sort of 

position that has been ruled out in QM by Bell's Theorem (Bell 1964, 
1966). We want to show that it is also ruled out in ET, though in a less 
decisive way. 

'Even Einstein, perhaps the foremost critic of QM, said of it, "The formal relations which 
are given in this theory-i.e., its entire mathematical formalism-will probably have to be 
contained, in the form of logical inferences, in every useful future theory." (in Schilpp 1949, 
667). 
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2. Bell's Theorem. With the publication in 1964 (also see 1966) of Bell's 
important proof of the impossibility of hidden-variables accounts of quan- 
tum mechanics, the very foundations of quantum theory underwent a par- 
adigm shift: no longer could the mysterious correlations of events at a 
distance be explained as the results of causes operating in unobservable 
ways; the implication of Bell's results was that the correlations do not 
reflect the subjective probabilities borne of the measurement problem but 
rather are a product of the objectively probabilistic nature of sub-atomic 
processes. Accounts of quantum uncertainty now routinely refer to these 
ontological implications of Bell's work, and the task of explaining the 
mysterious correlations has taken on a whole new character (see, e.g., 
Cushing and McMullin 1989). 

Bell's work marked an important transition in the interpretation of ex- 
periments modeled on a thought-problem first proposed by Einstein, Po- 
dolsky, and Rosen in 1935.2 These EPR-type experiments had shown that 
sub-atomic particles emitted in opposite directions from a common source 
and measured for some property (such as spin) at distant measurement 
stations (A and B) exhibit correlations with respect to the measured prop- 
erty. The nature of the correlation, whether positive or negative, depends 
on the settings at the two measuring stations. Experimenters at each sta- 
tion must adjust the measurement settings prior to the actual measurement 
event, and can do so at the last moment, in which case it will be in principle 
impossible (given the assumption of "locality" discussed below) for the 
experimenter at station A to communicate the setting of her device to the 
experimenter at station B, and vice versa. 

Given this fact about the measurement stations the correlations that are 
predicted by quantum theory are all the more curious: it seems as though 
the particle at one measurement station somehow "knows" the property 
of the particle at the other measurement station. Since this did not seem 
very likely to the early theorists, various other explanations were offered, 
including the influence of "hidden variables" operating at the emission 
source. One of the assumptions underlying the paradoxical character of 
these correlations is the so-called "locality" assumption, namely the as- 
sumption that there can be no transfer of information across some distance 
din less than dic (where c is the speed of light) time, so the possibility that 
the particles were somehow "communicating" with each other must be 

2Cushing 1989 uses a simplified version of the Einstein-Podolsky-Rosen (EPR) thought 
experiment due to Bohm 1951; our description of Bell's results are based on the probabilities 
associated with the Bohm model. Hughes 1989 describes a similar sort of experiment (the 
so-called Stern-Gerlach experiment) of even earlier provenance (1921, though the history of 
the problem goes back to 1913 and Rutherford's criticism of Bohr's model of the hydrogen 
atom). The differences between these two types of experiment are not significant to our 
discussion, and we use the designation EPR to refer to the sort of experiment that produces 
the paradoxical results discussed by Bell. 
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ruled out in order to make QM compatible with special relativity. Differ- 
ent sorts of accounts were given to show why the hidden variables thought 
to be responsible for the correlations were likely to remain hidden, but 
Bell was able to show that every sort of hidden-variables account contra- 
dicts the predictions of quantum theory, predictions which have been up- 
held by empirical experiments (Clauser and Shimony 1978).3 Thus he 
showed that there was no possible locally deterministic theory capable of 
dealing with EPR-type setups. It would seem that either locality must go 
or that the deterministic-hidden-variables-type account of the correlations 
must go; the parsimonious physicist chooses to save relativity at the ex- 
pense of what is, after all, a purely speculative explanation of the data, 
the only virtue of which is that it conforms to some deeply felt a priori 
metaphysics. 

At least part of what is interesting to us about Bell's results is that they 
render incoherent a particular interpretation of QM, an interpretation 
motivated by a deeply held belief that the universe must be deterministic 
and which, therefore, sees QM as merely a useful instrument for predicting 
the phenomena of the microphysical world. We label this interpretation 
'local instrumentalism', to contrast it with a global instrumentalism for 
all of science. Nothing in Bell's results, nor in QM in general, rules out 
global instrumentalism or any sort of global anti-realism.4 But in this pa- 
per we will not be concerned with these views, since they are not relevant 
to the hidden variable accounts of the EPR results, which, after all, had 
realist motivations. They were motivated by the belief/hope that the world 
was really deterministic. Given that belief, and the unquestionable empir- 
ical success of QM, local instrumentalism with respect to QM was tempt- 
ing. Bell's results show that for the global realist-someone concerned 
with the unity of science-the price for taking this path is simply too high. 
In what follows, we hope to show that local instrumentalism with respect 
to ET extracts a similarly high cost. 

3. Population Effects of Quantum Uncertainty. Are biological processes 
deterministic or indeterministic? For most such processes the honest an- 
swer is that we do not know. However, given the known indeterminism of 
micro-physics and the well-supported assumption of the dependency of 
biology on chemistry and ultimately physics, one might think that biolog- 
ical processes, e.g., ontogenetic development and evolution, are likely to 

3Actually Bell's results apply beyond quantum mechanics proper; see, e.g., Mermin 1989. 
4As we are using the term 'local instrumentalism', global instrumentalism does not imply 

it; indeed, as explained in the text above, local instrumentalism is predicated on some sort 
of global realism. Thus Bell's Theorem, which refutes local instrumentalism, does not touch 
the global instrumentalist. 
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be indeterministic as well.5 At least, one might think, the possibility that 
some biological processes are indeterministic should be taken seriously. 
But that is not always the case. As Elliott Sober puts it, "Philosophers and 
scientists sometimes seem to think that the indeterminism discovered by 
quantum mechanics is limited to the micro-level. The idea seems to be that 
organisms and populations are composed of too many fundamental phys- 
ical particles for chance at the microlevel to "percolate up" to the macro- 
level that evolutionary biology describes." (1984, 121). Sober goes on to 
say that he fails to find that reasoning compelling. We agree, and in this 
section present a simple example showing how quantum uncertainty at 
the level of a point mutation can have major evolutionary implications. 

Consider a population composed of two haploid genotypes, A and a. 
Let their relative frequencies be p and q respectively (p + q = 1). The 
fitness of A = 1 - q, while the fitness of a = 1 - p. (Figure 1) This 
situation has three equilibrium points, at p = 1, at p = 0 and at p = .5. 
Points p = 1 and p = 0 are stable equilibria, small perturbations from 

+ + 
1. / 

cU) C/) 

Z 
.. 1- 

O 

0 1 

RELATIVE FREQUENCY OF A 

Figure 1. Fitness curves for genotypes A (solid line) and a (broken line). The three equilibria 
are marked by arrows. 

SThe term "dependency" in this sentence is carefully chosen; it is not meant to imply that 
biology is reducible to chemistry and physics. 
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them result in selection pushing the population back to the original point. 
But p = .5 is unstable. Small perturbations from it result in selection 
driven evolution towards p = 1 orp = 0, depending on the direction from 
.5 the perturbation takes. Now suppose a population is at p = .5, and 
that a point mutation turns an A individual into an a. That population 
will go to p = 0. In another population poised at p = .5, a mutation turns 
an a into an A. That population goes to p = 1. And so on. 

If such mutations are genuine quantum phenomena, then quantum un- 
certainty would "percolate up" in a powerful way to the level of popula- 
tions. The evolutionary trajectory of such populations would be genuinely 
indeterministic. And so evolution, in this way at least, would be indeter- 
ministic. 

What does this example show? First, even though at present the equa- 
tions of QM cannot be applied to DNA because of its structural com- 
plexity, there is little doubt that at least some mutations are genuine quan- 
tum phenomena. Second, the simple example just discussed is not 
biologically unrealistic in any of its crucial aspects save one. In particular, 
frequency dependent selection of the sort modeled above is common 
enough in nature. Thus if the model is not unrealistic and if quantum 
indeterminacy shows up in some mutations, then it follows that quantum 
indeterminacy can "infect" the evolution of populations. But the model is 
unrealistic in one important respect, namely, if such a situation existed in 
nature we would not expect to find populations at p = .5, because drift 
would surely bump any such population off that unstable point. Of course, 
among evolutionary biologists the standard way of thinking about drift 
treats it as an indeterministic phenomenon on a par with quantum mu- 
tation. Whether such thinking is justifiable will be considered in the next 
section. 

What we have shown is that quantum indeterminacy can certainly have 
an amplified effect at the macrolevel. This point is not recognized by 
Rosenberg6 or Horan, but they argue that quantum indeterminism cannot 
be the source of genuine autonomous evolutionary indeterminism. For ET 
to be autonomously indeterministic it must be indeterministic in a way 
that does not depend on QM. Thus they think, and we agree, that the 
crucial question concerns the evolutionary processes of drift and natural 
selection. It is to these that we now turn our attention. 

6He says, "In general the quantum probabilities involved in biological processes are so 
small, and the asymptotic approach to determinism of everything physical above the level 
of the chemical bond so close, that quantum mechanical probability could never explain the 
probabilistic character, if any, of either evolutionary phenomena or evolutionary theory." 
(1994, 61). However Rosenberg does recognize that quantum indeterminism can "infect" the 
macroworld (60). 
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4. Genetic Drift. Most population genetic textbooks define genetic drift 
as genetic changes that occur by "sampling error" from the gamete pool 
(see, e.g., Roughgarden 1979, Ch. 5). All sexually reproducing organisms 
produce many more gametes than the number of offspring they reproduce. 
Suppose in a sexually reproducing population of 10 individuals, 5 male 
and 5 female, the males produce a total of 1,000 sperm cells and the fe- 
males produce 1,000 ova. Due to some density limiting factors at most 10 
offspring can be produced for the next generation. Assuming no relevant 
physical differences among the sperm (e.g., no differences in viability or 
in ability to fertilize an ovum) and no such differences among the ova, the 
sampling of ten sperm from the sperm pool and ten ova form the ova pool 
will be "random." If there is genetic variation in the gamete pool (the 
sperm pool + the ova pool) then that variation is unlikely to be trans- 
mitted unchanged to the next generation (the zygote pool). For instance, 
if allele A is rare in the gamete pool (say, 1%) then it is unlikely to appear 
in the zygote pool.7 Similarly, if 50% of the gamete pool is A, it is unlikely 
that the frequency of A in the next generation will be exactly .50. Thus 
the change in the frequency of A from the gamete pool to the zygote pool 
due to random sampling effects is called genetic drift. 

Although this is the standard textbook treatment of drift, it is too re- 
strictive. John Beatty (1984) usefully distinguishes between "indiscrimi- 
nate parent sampling" and "indiscriminate gamete sampling." Only the 
latter term fits the standard textbook treatment, but the former is an 
equally plausible form of "sampling error." We can think of the latter case 
as one where the gametes go through a restrictive bottleneck and the for- 
mer as one where the parents themselves go through the bottleneck. For 
instance, our ten parents may be indiscriminately reduced to two before 

reproduction. What was said about gamete sampling error holds here as 
well, for instance an allele rare in the parental generation (say 10%) is 
unlikely to make it into the next generation. Other forms of drift are prob- 
ably important in evolution but will not be discussed here.8 Thus we sug- 
gest that genetic drift be characterized as any transgenerational (evolu- 
tionary) change in gene or genotype frequencies due to sampling error. 

Drawing colored balls from an urn provides a helpful model for think- 

ing about drift.9 Suppose we have an urn containing a large number of 

7The probability that it will appear equals .02. That is the sum of the probability that it 
will appear among the sampled sperm (.01) and the probability that it will occur among the 
sampled ova (.01). 

8Brandon (1990, Ch. 2) discusses another drift-like phenomenon, the random distribution 
of different genotypes over heterogeneous selective environments, which certainly occurs and 
certainly has evolutionary consequences. 

9Since this model will be crucial to our discussion of drift and selection it is important for 
us to remove one potential source of misunderstanding. This model does not represent all 
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colored balls, say 10,000, half of which are red and half black. If we sample 
that urn by taking ten balls out, the most probable outcome (the outcome 
we will get most often-the mode), is that our sample will contain five red 
and five black balls. But that most probable outcome occurs only about 
one quarter of the time, other trials will yield other outcomes (e.g., 3 red, 
7 black). The average outcome, the mean or the expected outcome, cor- 
responds to the ratio of red to black in the sampled urn, independent of 
the size of our sample. But the "sampling error," the deviation from the 
ratio in the sampled urn of our sample, does depend on the size of the 
sample; the larger the sample the smaller the expected error. This is just 
elementary statistics and it applies directly to genetic drift-the smaller 
our sample (whether from the gamete pool, parent pool or whatever) the 
greater the likely deviation from the parental gene/genotype frequencies. 

The above suggests that, just as in statistics, the inferences we can make 
with respect to the occurrence of drift are probabilistic ones: the smaller 
the population size (and therefore the sample size) the more likely drift is 
to occur.10 Thus drift is the probable outcome of certain biological sam- 
pling processes such as reproduction. This is correct as far as it goes, but 
it is worth noting that there are certain situations, which are easy to pro- 
duce experimentally and which must occur at least occasionally in nature, 
that make drift necessary, not just highly probable. For instance, suppose 
there is a population of 1,000 individuals in generation 1 that goes through 
a severe bottleneck between generations 1 and 2 due to a crash in envi- 
ronmental resources, a sudden explosion of predators, or experimental 
intervention. The bottleneck results in a population of size 10 in generation 
2. Suppose there is an allele A that occurs with a frequency of .01 in 
generation 1. It either will, or more likely, will not make it to generation 
2. In either case its frequency will have been changed from .01 to 0 or, less 
likely, from .01 to .1 or .2,..., or 1. It is mathematically impossible for 
its frequency to remain the same between the two generations and so drift 
must occur. (The mathematical point we make here is obvious; however, 
to our knowledge, no one has heretofore drawn the connection to drift.) 

Roughgarden uses the language of information theory to describe drift. 
"The gene frequency, p, is a 'signal' that must be transmitted from one 

aspects of evolution by drift, or evolution by selection and drift. In particular it provides no 
representation of reproduction and so none of transgenerational change. It could be modified 
to do so, but this would be irrelevant to the points we are making. Our points are solely 
concerned with sampling of parents or gametes for which the urn model is wholly adequate. 

?'Here we are considering drift in the absence of selection and mutation. In more realistic 
models that include both mutation and selection the likely effect of drift is a function of 
population size, or more strictly effective population size, mutation rates and the strength of 
selection. For instance, selection dominates drift when 4Ns << 1, where N is the effective 
population size and s is the selection differential, and drift dominates selection when 4Ns >> 
1. See Roughgarden 1979, 74-79. 
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generation's gene pool to the next. The effect of sampling error is to in- 
troduce 'noise' into the communication channel. Because of this noise, the 
signal that is received fluctuates from generation to generation" (1979, 
58). Despite the "noisiness" of the process the theory of genetic drift has 
been developed in a way that allows it to make precise predictions con- 
cerning the evolutionary consequences of drift. We have already alluded 
to one such consequence that is easy to understand: In the absence of 
other evolutionary forces rare alleles tend to disappear by drift. Indeed, 
even common alleles disappear under the action of drift. In a computer 
simulation of five diploid populations of constant size 8 all with initial 
allele frequency, p, of A = .5, all five had drifted to fixation (p = 1), or 
loss (p = 0) by generation 41. In a simulation of fifty such populations, 
almost all had drifted to fixation or loss by generation 20. (Roughgarden 
1979, Figs. 5.1 and 5.2). States p = 1 and p = 0 are called absorbing 
barriers since in the absence of mutation or immigration once there a 
population cannot move from that state. 

The theory of genetic drift cannot predict which population will evolve 
to which absorbing state, but it can predict for an ensemble of populations 
the percent of populations that will evolve to one state and the percent 
that will evolve to the other and the expected time this evolution will take. 
(For p = .5, 50% of the populations will go to state p = 1, for p = .4, 
40% will go to state p = 1, and so on.) Such predictions are of great 
theoretical importance, for instance in helping to distinguish empirically 
drift from natural selection and so helping to address the general question 
of the relative importance of drift versus selection. They are also of great 
practical importance in areas such as conservation biology, agriculture 
and medicine. (Does the AIDS virus stand still while we try to design a 
vaccine?) Thus one should not conclude from the fact that drift is an 
inherently directionless process that its effects are therefore unpredictable. 
Just as QM has had tremendous success as a predictive science so too has 
the theory of genetic drift. Both theories' success comes at the level of 
ensembles-ensembles of particles in the case of QM, ensembles of pop- 
ulations in the case of drift. What looks like a nonpredictive theory at one 
level (individual particles, individual organisms, or even individual pop- 
ulations of organisms) is seen to be quite predictive when we focus on the 
appropriate level. We will return to this point shortly. 

The preceding discussion of drift has departed from standard presen- 
tations in only two ways. First, we have argued for a more extensive con- 
ception of drift than that given in most population genetics texts (but one 
which we think reflects the view of most evolutionary biologists). Second, 
we have shown, for the first time as far as we are aware, that certain 
situationsforce drift to occur as opposed to merely making it more prob- 
able. Otherwise, the above represents the received view of genetic drift. 
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On that view drift is clearly a stochastic or probabilistic or indeterministic 
phenomenon. The situation with natural selection is a bit more compli- 
cated. 

5. Natural Selection. Biologists often describe natural selection as a de- 
terministic phenomenon. By this they mean its effect is directional (i.e., 
has a predictable direction) as opposed to drift. They do not mean that it 
is deterministic in the philosophers' sense (Sober 1984, 110-115). There 
are deterministic population genetic models of natural selection, but they 
all involve infinite population sizes and so preclude drift.1 This suggests 
the following: natural selection is indeterministic at the population level 
because (in real life as opposed to certain formal models) it is inextricably 
connected with drift. We will briefly defend this position and then show 
how it is based on a philosophically controversial supposition that natural 
selection is indeterministic at the level of the lives and deaths of individual 
organisms. 

Let us return to our urn example. As a model of drift, each ball in the 
urn has an equal probability of being pulled. Suppose however that dif- 
ferent balls had different chances of being pulled, e.g., some balls are big 
and some small, with the big ones more likely to be chosen; or some balls 
are sticky and some slippery, with the sticky ones more likely to be pulled. 
Take the latter case. Suppose a sticky ball is twice as likely to be pulled 
as a slippery ball. Following the practice of population genetics, let us 
assign a "relative fitness" to sticky balls of 1, and a "relative fitness" to 
the slippery balls of .5. Suppose that in our urn of 10,000 balls there is a 
50:50 ratio of sticky to slippery. If we pull out ten balls, what is the ex- 
pected result? Recall that where each ball has an equal probability of being 
pulled (the drift model) the expected ratio of the types in our sample just 
equals the overall ratio in the urn. But here (the selection model) different 
balls have different probabilities of being pulled. In general, with two types 
the expected frequency of type a in a sample (p,) equals the fitness of type 
a (wa) times the frequency of type a in the sampled population (p) all 
divided by the mean fitness of the balls. Likewise for type b (where qs is 
the expected frequency of type b in the sample and q is the frequency of 
b in the sampled population-p, + qs = 1 and p + q = 1). Thus: 

Ps = PWa(pwa + qwb) and 
q = qwb/(pwa + qwb) 

In our numerical example, the expected result is a 2:1 ratio and so with 

'Sober (1984, 111) argues that even in these models with infinite population sizes the 
inference from starting gene frequencies and selection coefficients to gene frequencies at some 
later time is still only probabilistic and not deductive. We take no position on this matter. 
In saying that such models are deterministic we are merely reporting their formal structure, 
not commenting on whether that formal structure is philosophically justifiable. 
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sample size of ten we expect 62/3 sticky balls and 31/3 slippery balls. Given 
that we pick whole numbers of balls this expected result will never occur 
in a sample of size ten. 

The urn example with balls that have different probabilities of being 
chosen is a good model of selection and drift. The differing probabilities 
associated with sticky and slippery represents selection and the possible 
deviation from the expected result represents drift. Suppose we pull ten 
balls from our urn and get 6 sticky balls and 4 slippery ones. This result 
deviates from the expected result and this deviation is drift. In the section 
on drift above we presented examples of sampling error based on indis- 
criminate sampling. What our current example exemplifies is sampling 
error where the sampling is not indiscriminate (the sampling procedure 
does discriminate between sticky and slippery). All the conclusions we 
drew about drift when it acts alone apply here where it acts in concert 
with selection. In particular, everything else being equal, the smaller the 
sample size the more likely drift is to occur; and, as our numerical example 
shows, some situations force drift to occur. 

Our point in using this example is that adding differing probabilities for 
being pulled from the urn does not affect the possibility of sampling error 
when we take a finite sample.12 Thus the example illustrates how selection 
and drift are linked in finite populations. We take this to go beyond the 
epistemic point that it is difficult to distinguish drift from selection.13 The 
above example is one where, by hypothesis, we know all there is to know 
about the situation yet drift can occur, and sometimes must occur, along 
with selection. But we must now turn to the assumption on which this 
conclusion is based. 

Our example shows that at the population level natural selection is in- 
deterministic because with finite populations selection does not eliminate 
the drift-effects of sampling error. Put another way, when we are con- 
cerned with finite populations, and all real biological populations are ob- 
viously finite, it is legitimate to consider drift without selection but not 
vice versa. Except in cases where the probabilities of being sampled are all 
either 1 or 0, selection in finite populations always involves the possibility 
of drift. But our example presupposes that the balls in the urn have real 

'2For a given sample size, the greater the selection differentials (the difference between the 
fitnesses of the types) the less the chance of drift. In the extreme case, if one type of ball has 
a probability of 1 of being pulled and the other a probability of 0, then drift cannot occur. 
See footnote 10 above. 

'3Beatty (1984, 196) comes close to making this point, but seems to stop short of it. Con- 
cerning an example similar to ours he says, "it seems that we must say of some evolutionary 
changes that they are to some extent, or in some sense, a matter of natural selection and to 
some extent, or in some sense, a matter of random drift. And the reason (one of the reasons) 
we must say this is that it is conceptually difficult to distinguish natural selection from 
random drift ..." We agree with the first sentence in this quote, but not the second. Con- 
ceptually (though often not empirically) drift and natural selection are clearly distinct. 
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probabilities of being drawn that lie between 0 and 1. As a model of 
selection, this is just another way of saying that the reproductive output 
of the lives of individual organisms is a genuinely stochastic affair. Thus 
that is the basic assumption on which our conclusions concerning drift 
and selection have been based. 

6. Fitnesses-Real Propensities or Useful Instruments? Let us now consider 
the exceptional case where the probability of being sampled equals either 
1 or 0 for every individual. Our previous example presupposed that the 
balls in the urn have real probabilities of being drawn that lie between 0 
and 1. We have seen how that presupposition results in population-level 
indeterminacy. Suppose, contrary to that presupposition, that there is 
some hidden variable, in this case unequally distributed between slippery 
and sticky, that takes two values, 0 and 1, and that any ball with the 0- 
value of that variable has a 0 chance of being pulled while any ball with 
the 1-value has a probability of being pulled of 1. Even in this case, the 
"relative fitnesses" we have assigned the two types of balls-sticky and 
slippery-are by no means useless; they provide the statistical information 
concerning the distribution of the hidden variable between our two types 
of balls and they allow us to draw statistical generalizations of the sort 
discussed above. However, according to the arguments of Rosenberg and 
Horan, such assignments of relative fitnesses would be merely epistemic, 
merely useful instruments given our state of ignorance of the hidden var- 
iable. The appropriate attitude towards these fitnesses would be instru- 
mentalist; we would ask, "Are they useful in producing predictions?" (as 
we have seen the answer to this would be "yes"), not "Do they represent 
the true propensities of our urn-drawing set-up?". 

Both Rosenberg and Horan are clear that their arguments are intended 
to apply specifically to ET. They are not arguing for a global instrumen- 
talism with respect to all science, but rather a local instrumentalism with 
respect to ET.14 Indeed their arguments are not terribly interesting from 
the point of view of the global instrumentalist. Obviously, for such a per- 
son, ET, like all of science, should be viewed instrumentally. Thus, Ro- 
senberg and Horan are taking some form of scientific realism as their 
default position; they are looking for special reasons for instrumentalism 
with respect to ET. (Thus, in this way their position is exactly analogous 
to that of the proponents of hidden variable accounts of QM which, as 
we saw above, are predicated on realist presuppositions.) For the moment, 
we follow their lead in this, that is, we will assume some form of scientific 

'4To be more accurate, Rosenberg's (1994) stated position is realist with respect to ET, 
but instrumentalist with respect to the probabilities employed by ET. In our view, this makes 
him an instrumentalist with respect to ET, i.e., we do not see how one can separate the 
probabilities employed in ET from the theory proper. 
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realism as a background default position in responding to Rosenberg's 
and Horan's arguments concerning ET. Indeed, to refute their arguments 
it is necessary for us to take this stance. We are looking for an ET analogue 
of the no hidden variables proof in QM; it makes no sense to do that from 
an instrumentalist standpoint since even that proof cuts no ice against a 
global instrumentalism. 

We think the arguments of Rosenberg and Horan are problematic in at 
least two ways. First, even if one accepts the supposition of a deterministic 
hidden variable, it does not follow that fitnesses must be thought of in- 
strumentally. We will deal with this matter in the next section. Second, 
and this we think is the crux of the matter, the supposition of deterministic 
hidden variables is itself problematic. This section is devoted to exploring 
those problems. 

Why, other than wishful thinking, should one posit deterministic hidden 
variables underlying natural selection and drift? We will argue that there 
is no scientifically justifiable reason to do so, but first we examine the 
arguments offered by Horan and Rosenberg. 

Horan (1994, 84) asserts that the drift effect of sampling error requires 
indiscriminate (i.e. equiprobable) sampling. (Our slippery/sticky ball ex- 
ample shows this to be simply wrong.) But even the indiscriminate sam- 
pling cases are not truly indeterministic since, according to Horan, all 
biological sampling is deterministic: "Fires, floods, famine and disease 
sample from a large population by eliminating individuals from the re- 
producing group. The same fire, the same flood, in the same conditions 
would create the same sample" (1994, 84). Unless one finds argument-by- 
sincere-assertion convincing, this fails to convince.15 What about natural 
selection? Partly based on her misunderstanding of the requirements for 
sampling error mentioned above, and partly based on an argument from 
Rosenberg, Horan says, "If fitness theories describe a supervenient rela- 
tionship, such that any two organisms with identical phenotypic traits 
subject to the same selection pressures must have the same level of fitness, 
then the relationship between phenotypic traits and fitness is deterministic 
(Rosenberg 1985)" (1994, 85). This assertion seems to beg the question 
against the proponents of the propensity interpretation of fitness who 
think: (a) fitness is a supervenient property; and (b) it is a probabilistic, 
not deterministic, dispositional property (see, e.g. Brandon 1978, 1990; 
Brandon and Beatty 1984; Mills and Beatty 1979; Burian 1984; Richard- 
son and Burian 1992). Since this assertion is based on arguments by Ro- 
senberg, we now turn to his most recent views on this matter. 

'5As John Beatty pointed out to us, it is worth noticing that Horan's assertion deals only 
with the parent sampling form of drift, not gamete sampling. Is it intuitively obvious that 
the same meiotic event followed by the same fertilization event would produce the same set 
of genomes? 
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Rosenberg (1988 and 1994) does indeed think that natural selection is 
a deterministic affair, but not simply because of the supervenience of fit- 
ness. By definition, if fitness supervenes on organisms in their common 
selective environment, then two phenotypically identical organisms in the 
same selective environment will have the same expectedfitness (or in Bran- 
don's terminology, adaptedness). From that it does not follow that there 
is a deterministic relationship between their expected fitness and their re- 
alized fitness.'6 There will not be a deterministic relationship if, as the 
proponents of the propensity interpretation argue, expected fitness is a 
probabilistic disposition. Thus it would be a mistake to assert, as Horan 
does, that this deterministic relationship is implied by supervenience. As 
far as we can tell, Rosenberg does not make this mistake. Instead, he bases 
his argument for the deterministic nature of natural selection on the closely 
related doctrine he calls mereological determinism. 

Rosenberg offers no definition of mereological determinism, so we will 
have to come up with one which we think fits his needs. If macro-states 
A, A2, . . ., An supervene on micro-states I,, 12, ... ., I, then, by definition, 
any two systems in the same micro-state Ik must be in the same macro- 
state Al. Thus, as stated above, two identical organisms in the same selec- 
tive environment will have the same expected fitness. But, as shown above, 
that does not imply that the two organisms will have the same realized 
fitness. If mereological determinism is to imply the determinism of natural 
selection, then it must be defined in a stronger way than supervenience. 
The following definition would serve Rosenberg's needs: mereological de- 
terminism holds of a system S, if and only if the total micro-state description 
of S at time t determines every macro-property of S at t. Mereological 
determinism so defined implies the supervenience of every macro-property 
of S on its micro-states. And so, not only would expected fitness be de- 
termined by the properties of the organism in its selective environment, so 
would its realized fitness. Thus natural selection would be deterministic, 
or so it seems. 

Is the principle of mereological determinism true? One might accept it 
as an analytic truth, or one might think of it as a candidate empirical 
truth. On the latter conception, it is difficult to see how to test it empiri- 
cally, and the reason for that difficulty is precisely the reason why, true 
or false, it is irrelevant to the question of determinism in ET. ET, like most 
of science, deals with dynamic processes, but the statement of mereological 
determinism above is static-it deals solely with time t. What we need to 
know is whether two systems in identical micro-states at time t will be in 

16On the distinction between expected fitness and realized fitness see Brandon 1990 (Ch. 1) 
or Richardson and Burian 1992. Basically the probabilistically defined expected fitness rep- 
resents the chances of various levels of reproductive success of the organism while the realized 
fitness is simply the organism's actualized reproductive success. 

328 



THE INDETERMINISTIC CHARACTER OF EVOLUTIONARY THEORY 329 

the same macro-state (or micro-state) at time t + A. We could define 
mereological determinism so that it has that implication: mereological de- 
terminism holds of a system S if and only if the total micro-state description 
of S at t determines every micro-state and hence every macro-property of S 
for every t + zl.17 So defined we know mereological determinism is in 
general false, as shown in QM for example by the Stern-Gerlach experi- 
ment (see Hughes 1989, 1-8 or Albert 1994, 1-16). Is there any reason to 
think it is true of the process of natural selection? 

Neither Rosenberg nor Horan offer any such reason, so let us turn to 
a direct examination of the question itself. We need not state the question 
in terms of mereological determinism. For our purposes a better statement 
of the question is: Are the processes of natural selection and drift governed 
by deterministic hidden variables, are they, appearances to the contrary, 
genuinely deterministic processes? This seems to be an empirical question. 
If determinism is true in this context, then identical organisms in identical 
environments should have identical evolutionary fates. Can this idea be 
experimentally tested? 

At first glance, the answer would seem to be "yes." Many organisms 
(some animals, most plants and probably all protists) are clonable. For 
instance, grasses grow laterally by producing tillers which are modules 
composed of a green leafy top and roots. These tillers are capable of be- 
coming physiologically independent plants. Experimentally then it is easy 
to produce multiple plants that are genetically identical by separating these 
tillers. Those plants can then be placed in a controlled environmental set- 
ting and grown, and their lifetime reproductive success, or some compo- 
nents thereof, can be measured. The determinist prediction is that identical 
plants in identical environments will have identical reproductive success; 
indeed will have identical height, weight, flower number, etc. 

This experiment is eminently doable; fortunately it has been performed 
many times so we are saved the trip to the greenhouse. Biologists do not 
do such experiments in order to test the determinist hypothesis, they do 
them for various other reasons. To mention just one example, Bever (1994) 
cloned genotypes of three different grass species in part to see whether 
these plants performed better in their own soil communities (soils in which 
those plants had been grown and which therefore contain the various 
microorganisms associated with them) or the soil communities of other 
species. These experiments involved growing numerous replicate geno- 
types in carefully controlled identical soil preparations on the same table- 
top in the same greenhouse at the same time. (That would be one treat- 
ment. The different carefully controlled soil preparations constituted the 

7As Elliott Sober has pointed out to us, this definition should probably not be termed one 
of mereological determinism, but rather something like forward-directed determinism. No 
matter, our point is to find a definition that suits Rosenberg's needs. 
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different treatments which were then compared.) It is interesting to note 
that this experimental procedure assumes an indeterministic response. 
That is, it assumes that different copies of the same genotype in the same 
treatment will give different results; otherwise the experiment could be 
made much smaller with single copies of each genotype for each treatment. 
Anyone familiar with such experiments will know, without looking at the 
data, that this assumption was met. Bever measured inflorescence mass, 
total plant biomass, and root to shoot ratio for each genotype in each 
treatment and as expected there is considerable variance for each such 
measure, even though there is a statistically significant effect of most of 
these treatments. 

Bever's study addresses an important question in a novel way. We are 
simply appropriating his data to address the determinist hypothesis. In 
that context, there is nothing outstanding about his study, any of the large 
number of other studies that could have been used to address our question 
would show the same result. Indeed, as pointed out above, the result is so 
expectable that it forms the basis of the statistical design of such experi- 
ments. Biologists would be shocked into disbelief with any experimental 
thwarting of this expectation. Do we then have an experimental refutation 
of the determinist prediction? 

Notice that the determinist cannot avail herself of one response to this 
apparent refutation of their prediction. That response is to attribute the 
variance in the data to measurement-error. Rosenberg (1994, esp. Ch. 4) 
seems to place great weight on the importance of measurement-error in 
ET. For instance he says: 

The application of Newtonian mechanics to astronomy, or for that 
matter to any system which requires sampling and so may introduce 
measurement-errors, requires an appeal to statistical considerations 
and produces results that are probabilistic. Given a probability dis- 
tribution of the positions and momenta of the bodies in a Newtonian 
mechanical system, we can predict with a probability as close to one 
as we like, that probability distributions of position and momentum 
at any future time will be equally arbitrarily close to those the deter- 
ministic equations of Newtonian mechanics leads us to expect when 
applied to the original probability distribution. Yet these facts have 
no tendency to show that Newtonian mechanics is probabilistic. 
(1994, 69) 

He goes on to attribute the apparent probabilistic nature of ET to mea- 
surement-error that is based on our interests and cognitive limitations, 
thus Rosenberg's instrumentalism with respect to ET. Measurement-error 
is, of course, possible in the sort of study discussed above. However, in 
the first place, it is not all that likely in many cases when the response 
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variable is something like the number of inflorescences. (It would take a 
pretty sloppy experimenter to count three inflorescences in an Anthoxan- 
thum odoratum as four.) In the second place, it is not responsible for the 
variance in the data. The variance results not from multiple measures of 
the same thing (as in the astronomy case), but rather from independent 
measures of different entities (the different copies of the same genotype). 
Put another way, multiple replicates are used in such experiments, not 
because measurement-error is expected, but rather because different rep- 
licates will in reality behave somewhat differently. Again, Bever's study is 
in no way exceptional in this regard. Indeed, it is safe to say that mea- 
surement-error plays no role at all in accounting for the statistical char- 
acter of experimental evolutionary biology. 

The determinist has available one final response that is not so easily 
defeated. The determinist can blame the unwanted result not on measure- 
ment-error, but on another sort of experimental error, viz., experimental 
error in producing either the supposedly identical organisms or in pro- 
ducing the supposedly identical conditions. For present purposes there is 
no important difference between these two cases; we will focus on the 
latter. According to this response there is some hidden variable distributed 
among our replicated environments that make them deterministically dif- 
ferent. If we only had access to this hidden variable we could see how 
flower pot 1 is different from 2 and thus see why the copy of the genotype 
in pot 1 performed differently from that in pot 2. 

Such a response puts us in the position of QM prior to Bell's Theorem. 
A hidden variable is postulated that would, if it existed, explain in a de- 
terministic way our apparently indeterministic data. It is hard for us even 
to imagine a Bell-like result (i.e., a contradiction derived from the sup- 
position of deterministic hidden variables) for ET, and so if we are to 
counter this determinist gambit it will have to be with less decisive means. 
Less decisive, but, we hope to show, by no means indecisive. 

In science in general, the positing of theoretical entities is taken seriously 
when (1) the positing of the entity aids the development of theory; and (2) 
the available empirical evidence supports the posit. It is beyond doubt that 
the positing of genuinely probabilistic propensities governing the evolu- 
tionary fates of individual organisms has been an integral part of the im- 
pressive development of evolutionary population genetic theories in this 
century. And, as we have briefly touched on above, all the available em- 
pirical evidence supports this idea. In contrast, the positing of determin- 
istic hidden variables in evolutionary theory serves no theoretical purpose 
at all, and, insofar as it is allowed to be addressed by data is contradicted 
by empirical data. 

(Indeed, not only does the determinists' posit serve no useful purpose, 
it raises a serious theoretical puzzle. The posit must, of course, be consis- 
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tent with the phenomena, which in this case includes phenomena such as 
no statistically significant relationship between genotype/phenotype and 
reproductive success in some particular population. That means the posit 
must be consistent with the macrolevel appearance of chance. But that 
implies that the micro-causal determinants of reproductive success must 
arrange themselves so as to be consistent with this apparent stochasticity. 
Why and how do they do that? This question may be answerable; our 
point is only that it cannot be ignored by the apologist for determinism. 
Indeed, it was by dealing with precisely this sort of question-how can 
the deterministic hidden variables arrange themselves in a way that could 
account for the phenomena of EPR-type setups?-that led Bell to his fa- 
mous impossibility result. Although, as stated earlier, we do not envision 
such a result for ET, we do think that any answer to this question would 
fail every test of scientific plausibility.) 

Were the hidden variables being posited in order to make theory con- 
form to any other preconceived idea this would be a completely compelling 
case against it. But, such is the power of deterministic ideology that we 
think further argumentation is in order. 

Let us consider a hypothetical case, similar to ones discussed above in 
the sections on drift and natural selection, where drift is forced to occur 
because of population contraction. We will suppose that we have experi- 
mental control of a haploid population with two genotypes A and a. Fur- 
ther we suppose that we control a predator of this population that pref- 
erentially feeds on A, so that it eats two A's for every a as long as both 
are available. The predator eats at a known rate (independent of density 
and of frequency of the two genotypes) so that we can reduce the popu- 
lation by a set amount by leaving our predator in our population cage for 
a set amount of time. We start with a population of 1000, with an initial 
50:50 ratio of the two types. If we leave the predator in the cage for the 
amount of time required to reduce the population to 700, what is our 
expected ratio of a to A? Since the predator eats 2 A's for every a and has 
eaten 300, we expect our remaining population to consist of 400 a's and 
300 A's. For the reasons discussed above, this expected result will not 
always occur, but suppose it does this time. Then the determinist is happy; 
an assignment of relative fitnesses to the two types (and information about 
the eating rate and time in cage of our predator) has resulted in a precise 
prediction for our experimental result. 

Now let us run the experiment again from the same starting point, this 
time leaving the predator in the cage longer, so that the population is 
ultimately reduced from 1,000 to 400. Let us take a snapshot of the pop- 
ulation at t = 600, to record the genotype ratio then. What is the expected 
result? 3662/3 a's and 2331/3 A's. Again, assuming our organisms come in 
whole numbers, we will not get this result. Suppose instead we get 366 a's 
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and 234 A's. The determinist can, after the fact, slightly readjust the rel- 
ative fitnesses to predict this result. As justification the determinist can 
posit a hidden difference in the selective environments of this run and the 
first experiment. (Note that the increase in time the predator stays in the 
cage would not normally be thought of as a change in selective environ- 
ment since the predator's eating behavior is frequency- and density-inde- 
pendent.) Let the experiment continue until t = 400. Here the expected 
result is 300 a's and 100 A's. That result is possible and let us suppose we 
get it. Now the determinist is forced to readjust the relative fitnesses again, 
this time back to the originals. 

It is unlikely that any set of real life experiments would ever yield results 
so favorable to the determinist, yet this example is meant to illustrate the 
scientific absurdity of the determinists' position. Clearly the positing of 
these hidden differences is purely gratuitous; they are posited for no reason 
other than to save the deterministic character of the theory. Returning to 
Bever's experiments, why posit hidden differences among the flower pots? 
To account for the differences in performance of different copies of the 
same genotype, the determinist will answer. But that is not the only way 
of accounting for such differences. The indeterminist accounts for them 
by positing probabilistic propensities governing the behavior of the plants. 
Of course, Bever's experiments alone do not show the determinist to be 
wrong. (Remember that they are not alone; hundreds of experiments show 
similar results.) Our point is simply that when you remove the bias of 
deterministic metaphysics and compare the cases to be made for deter- 
ministic hidden variables versus probabilistic propensities, there is no con- 
test. The positing of deterministic hidden variables for the sole reason of 
saving determinism hinders the development of predictive theory.18 

Thus, the case to be made for genuine indeterminism at the level of the 
lives and deaths of individual organisms, the case for positing probabilistic 
propensities for various evolutionary fates, is the standard sort of argu- 
ment made for the reality of any theoretical entity. Such propensities aid 
the development of theory and they accord with the available empirical 
evidence. (Remember, this argument is not designed to convince the global 
antirealist, only the local instrumentalist.) By this standard, the positing 
of deterministic hidden variables fails miserably. We conclude that the 
assumption on which our models of drift and natural selection are based 
is well-founded.19 

8Presumably Rosenberg would agree with this since he thinks probabilistic propensities 
are a useful fiction. Our argument is that they are useful and real. 

'9Space precludes any detailed discussion of another powerful argument, suggested to us 
by John Beatty, for the reality of the relevant propensities. As discussed by Brandon (1990) 
and Beatty and Finsen (1989), the work of John Gillespie (1977) has demonstrated that 
selection can act on the variance in offspring number as well as on mean offspring number. 
But the variance is, of course, a property of a probability distribution. This strikes us as a 
compelling argument for the reality of the distribution and hence of the probabilities. 
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7. Autonomous Statistical Laws. We have argued that the population-level 
indeterminacy of ET is based on the assumption of indeterminacy at the 
level of the lives and deaths of individual organisms, and that by the nor- 
mal standards of science this assumption is well supported. We could stop 
here, but that would present an incomplete picture of indeterminacy in 
ET. In particular, there is a reason why one might think that even if the 
lives and deaths of individual organisms are completely determined, evo- 
lution at the population level is still, in an important sense, indeterministic. 

Sober (1984) in a section aptly titled, "What Laplace's Demon Would 
be Missing", argues that the "probability concepts of evolutionary theory 
have an autonomous explanatory power, whether determinism is true or 
not" (p. 129). He argues that even if every event had micro-deterministic 
causes and if there were a being (Laplace's demon) capable of gathering 
and analyzing the relevant data, certain statistical generalizations impor- 
tant in ET would not fall out of that micro-deterministic picture-La- 
place's demon would not discover them. 

As an example Sober mentions generalizations from the theory of drift 
that we have already discussed. Suppose there is a population with a neu- 
tral allele, A, at a locus that occurs with a frequency of .6. As we have 
seen, the probability that A will go to fixation is .6 while its alternative, a, 
will go to fixation with a probability of .4. If determinism is true, then 
these probabilities are merely epistemic and there is a deterministic causal 
story that predicts the real outcome. But, as Sober points out, in an en- 
semble of such populations we know that A will go to fixation in approx- 
imately 60% of them, while a will go to fixation in the others. This is true 
irrespective of the micro-causal details of each individual population. La- 
place's demon would be lacking this general knowledge. 

We will offer another example which we think reinforces Sober's point. 
The example is Francis Galton's (1889) explanation of the phenomenon 
of hereditary regression to the mean. Consider a trait like height in human 
beings. That trait is normally distributed. A normal curve can be char- 
acterized by its mean value and its variance (dispersion about the mean). 
Let one curve represent the parental generation, and a second curve the 
offspring generation. For Galton, height is heritable if taller than average 
parents have taller than average offspring and shorter than average par- 
ents have shorter than average offspring. Put another way, if parental 
deviation from the (parental) mean is plotted against offspring deviation 
from the (offspring) mean a positive regression between the two indicates 
heritability. In fact, as Galton showed, height is heritable in humans. Con- 
sider outlying parents, i.e., parents on either end of the parental distri- 
bution. Their offspring should also show a large deviation from their 
mean, but a less strong deviation than that of their parents. Why? Consider 
parents at the tall end of the distribution. If the offspring distribution 
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curve is normal and if these parents produce about as many offspring as 
other parents, then there is simply more room on the short side of the 
offspring distribution than to the tall side and so, statistically, most of 
their children will have to deviate less from the mean than they did. Sim- 
ilarly for extremely short parents and their offspring. And similarly, 
though with a lesser effect, for parents who are simply tall or short, not 
extremely tall or short. Thus, regression to the mean is explained. 

Galton's explanation of regression to the mean is a excellent illustration 
of what Hacking (1990) calls an 'autonomous' statistical law. In his his- 
torical study of the emergence of such laws he claims that, "Statistical 
laws became autonomous when they could be used not only for the prediction 
ofphenomena but also for their explanation" (p. 182, emphasis in original). 
We have briefly seen how Galton explained the phenomenon of regression 
to the mean. But some explanations are better than others, so is it not 
open to the determinist to argue that a better explanation would come 
from an understanding of the microphysical details of heredity? We think 
this is unlikely. 

Consider the height of a specific individual, Jones, who is 6'5". How do 
we explain Jones's height? One explanation would be in terms of his par- 
ticular genetic makeup and his particular developmental environment. An- 
other explanation might be in terms of the heights of his parents, who 
were 6'8" and 6'10", the heritability of height and Galtonian regression to 
the mean. These explanations are not in conflict, both offer complemen- 
tary explanatory information. But let us now consider the general phe- 
nomenon of regression of height to the mean in humans. Galton's expla- 
nation works well here. Is there an alternative general microphysical 
explanation? There could be, but probably not. And if there is one for 
humans and height will it also apply to all other normally distributed traits 
in all other species? That is highly unlikely.2 

We conclude that many of the statistical generalizations in ET are au- 
tonomous in Hacking's sense. Thus even if, contrary to our main thesis, 
the individual-level events of evolution are purely deterministic, the pop- 
ulation-level generalizations are probabilistic. 

8. Conclusion. It is nice to be able to force one's opponent into a contra- 
diction. That is a neat and simple demonstration of the intellectual defi- 
ciencies of your opponent's position. Bell's results in QM do just that: 

20Notice that a proponent of a causal-mechanical model of explanation (sensu Salmon 
1989) would argue that the micro-physical explanation of Jones' height is better than the 
Galtonian, not because it may or may not be deterministic, but because it is more mechanistic 
than the Galtonian (see Brandon 1996, Chap. 11 for a discussion of Galton's explanation 
and mechanism). We happen to agree with this, but our point here is that the micro-physical 
explanation lacks the generality of Galton's-it cannot explain the general phenomena of 
regression to the mean (on the virtue of generality in explanations see Kitcher 1989). 
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they show that the posit of locally deterministic hidden variables that 
would account for the theoretical and empirical phenomena of EPR-type 
setups involves a contradiction; that is, the price of positing such hidden 
variables is logical inconsistency. For most, that is simply too high a price 
to pay. But not all intellectual or conceptual problems in science can be 
reduced to logical inconsistencies. We have shown that the price to pay 
for positing underlying deterministic hidden variables to account for the 
phenomena of natural selection and genetic drift is embracing experimen- 
tally meaningless and theoretically obfuscatory hypotheses. That too is a 
high price. 

Have we shown then that one must be a realist with respect to the 
probabilistic propensities of ET? Of course not. We have not even at- 
tempted to address the thoroughgoing scientific antirealist or instrumen- 
talist. What we have shown is that if one is a realist in one's attitude 
towards science-that is, if one thinks that a primary aim of doing science 
is to develop theories that truly describe the mechanisms producing the 
phenomena, and if one takes theoretical fruitfulness and experimental con- 
firmation as evidence for the reality of theoretical entities-then one 
should conclude that ET is fundamentally indeterministic. If, however, 
one is a metaphysical determinist with respect to ET-that is, one who 
has decided for reasons outside of science that the process of evolution is 
deterministic-then one should conclude, along with Rosenberg and 
Horan, that ET is an instrumental science. We have not tried to adjudicate 
between these two antecedent starting points; although our prejudices are 
probably clear. 
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